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Abstract

This paper presents an overview of proposals concern-
ing the auto-configuration of Mobile Ad Hoc Net-
works. We will shortly describe the solutions used
in wired networks, the characteristics of Mobile Ad
Hoc Networks and the basic problems raised by the
auto-configuration in mobile environments. We will
present the existing solutions to this problem. The
adaptation of mechanisms such as MobileIP is one
of the proposed solutions. Independently of this, al-
ternative mechanisms based on geographical or Peer-
To-Peer routing have been proposed. We provide
highlights on the characteristics of these different ap-
proaches.

1 Introduction

Thanks to the improvement of radio communications,
the connectivity between people increases. The con-
cept of Mobile Ad hoc NETwork (Manet) has been
proposed as a way to compose networks from mobile
nodes without any fixed and dedicated infrastructure.
The goal for these networks is to be able to be spread
quickly and easily in situations where there is no pos-
sibility and no time to set up a fixed infrastructure.
With this goal, the auto-configuration of these mobile
networks is crucial.

Most papers about Manets concern proposals or
improvements of routing protocols to make them take
into account the characteristics of wireless environ-
ments. Fewer try to propose solutions to addressing
configuration issues. We are fully aware that routing
and addressing are closely related. This is moreover
true as in the Internet Protocol (IP), addresses are
at the same time a unique identifier of the node and
its relative localization in the network thanks to the
hierarchical topology of the Internet. The address-
ing and routing IP functions are therefore strongly
bound together. Because of these observations we
sometimes refer to papers that focus more on routing
than addressing issues. Nevertheless we want to show
it doesn’t necessarily have to be combined together.

The paper is organized as follows. Section 2 de-
scribes some background concepts to improve the un-
derstanding of auto-configuration mechanisms and mo-
bility handling. Section 3 discusses the characteristics
of Manets and their configuration problems. Section
4 describes approaches different from the classical IP
one to improve the scalability of Mobile Ad hoc Net-
works configuration.

2 Different Types of Mobility

Several approaches are possible to deal with different
types of terminal mobility. The mobility of the user
may correspond to a nomadic behavior, roaming or an
ad hoc mobility. In the following sections we describe
the mechanisms proposed to handle each one of these
mobilities.

2.1 Configuration of Wired Networks

Background about wired network configuration is nee-
ded in order to clearly understand the paradigm of
Manets configuration. As we said one kind of mobil-
ity is due to the nomadic behavior of users i.e. users
can connect to the Internet with the same computer
from different IP domain. For instance a user may
plug his/her computer on the network at the office or
from a conference room when he/she is on the move.
The mobile node is not reachable when it is moved,
but it can be connected through a fixed network to
the Internet without resetting the computer configu-
ration. Configuration tools such as DHCP servers
can provide addresses for nomadic users. Organiza-
tions owning a wide IP network use centralized con-
figuration servers such as DHCP servers to configure
automatically their network. This mechanism allows
the dynamic configuration of transient users in the
network.

A newer approach concerns distributed auto-confi-
guration of wired networks. This approach is the one
chosen by IPv6 stateless address auto-configuration
mechanisms [28] or by the Zeroconf working group
[23]. These approaches rely on the ability of network
elements to realize a Duplicate Address Detection
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Figure 1: IPv6 Address

(DAD) and, depending on the version of the Internet
Protocol in use, on the presence of a node providing
Router Advertisements.

In the case of Zeroconf for IPv4, a new node N
configures itself with a temporary address belonging
to a special range. N chooses randomly another ad-
dress in the reserved range 169.254/16 and broadcast
a request containing this address. If none of the other
nodes of the network answers the request within a de-
fined time period, N considers it can use the proposed
address. If the address is already in use, N receives
an answer and repeats the process with another ran-
domly chosen address. During the configuration pro-
cess the temporary address used to send the request
is supposed to be unique.

The IPv6 stateless address auto-configuration [28]
is slightly different from the IPv4 mechanism because
of the nature of IPv6 addresses. An IPv6 node owns
several addresses per interface and at least a link local
and a global address. Global addresses are routable
in the whole Internet whereas routers do not forward
link local addresses. The field Address Space (cf. fig-
ure 1) identifies the category the address belongs to
(global, link local etc). IPv6 addresses are formed
from a prefix and a suffix. The prefix can be received
from a router on the link for global addresses or pre-
defined for link local addresses. The suffix is based on
the Medium Access Control (MAC) interface address.

When a new node N arrives in the network, it re-
ceives a prefix from its edge router. This mechanism
called Router Advertisement allows a router to broad-
cast its address prefix periodically to all the nodes on
its subnets. Upon receipt of a Router Advertisement
N forms a global address and uses its link local ad-
dress to realize a DAD on the global address.

Since the MAC address of an interface may not be
unique ([12],[17]), nodes need to check if they can use
the just formed address. The DAD is a process based
on multicast communications which ensures that two
nodes in the same network can’t configure themselves
with the same address. Roughly, a node N that is not
configured uses a link local address to send a request
to all of its neighbors on the Local Area Network
(LAN). This request contains the proposed address
that node N has built from the router’s prefix and its
MAC address. If one of the other nodes of the LAN is
already configured with the proposed address, it will
answer to N ’s request. If none of the nodes answer
the request after a predefined timeout, N considers

that the address is not in used and that it can use it.

2.2 Macro-mobility

In this section we present some background on Mo-
bileIP, the reference protocol to handle macro-mobility,
since we will latter on explain different adaptations
that have been made to match Manets characteris-
tics.

MobileIP (MIP) is a protocol that has been pro-
posed in order to handle seamlessly the mobility of
nodes running the IP protocol. This proposal has be-
come a standard for IPv4 [4], and will probably be-
come one for IPv6 in a short future [7]. This model
of mobility has been described several times in many
papers. We will describe it shortly in order to clarify
its understanding for the rest of the paper.

The figure 2 illustrates the common situation of
MobileIP. A mobile node belongs to its Home Net-
work i.e. its main organization. Inside this Home
Network the mobile node is referenced by a Home
Address. This Home Address identifies the node per-
manently, even if it is not in its Home Network. Since
the IP routing is hierarchical, the mobile node address
identifies the node and its subnet. When the mobile
node moves, packets addresses to its Home Address
keep being routed to its Home Network. This is the
reason why the mobile node can’t keep using its Home
Address after he moved to a Foreign Network.

When the mobile node moves, it may visit a net-
work belonging to another IP domain. This network
is referred to as the Foreign Network. The Foreign
Network owns a particular entity named a Foreign
Agent. A Foreign Agent is responsible for giving the
mobile node a temporary address called a Care of
Address.

When a mobile node moves to a Foreign Net-
work it registers to the local Foreign Agent. After
the mobile node registered it receives its Care of Ad-
dress and informs its Home Agent of its new address.
The Home Agent binds the Care of Address with the
Home Address. Since that moment all the traffic from
or intended to the mobile node will transit through
a tunnel between the Foreign Agent and the Home
Agent. This process is completely transparent to the
mobile node’s correspondent that keeps on commu-
nicating to the mobile node by using its Home Ad-
dress. With this macro-mobility, model mobile nodes
can move to different organizations or Internet Ser-
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vice Provider (ISP).
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Figure 2: Communication example in MobileIP

Some improvements have been proposed to en-
hance the performances which can for instance allow
the mobile node to communicate directly with its cor-
respondent. One main drawback of MobileIP comes
from its low performances in case of frequent hand-
hoffs since this protocol requires to set up a tunnel
between the Home Agent and each Foreign Agent.
Some improvements have thus been proposed as we
will see in the following section.

2.3 Micro-mobility

Until now three main solutions have been proposed
to enhance MIP: CellularIP [32],[1], HAWAII [21] and
Hierarchical MobileIP (HMIP) [11]. These approaches
complement MobileIP since they have been proposed
in order to decrease the latency time due to frequent
handoffs of mobile nodes. When the mobile moves
frequently, it sends update messages to its Home Agent
and a new tunnel has to be established between the
Home Agent and the new mobile’s Foreign Agent.

The three proposals here are roughly based on the
same idea. They modify the architecture of MobileIP
in two distinct levels by the introduction of a local or
regional agent. This agent is responsible for a local
IP domain such as a campus or a Metropolitan Area
Network. Depending on the version of IP in use, the
mechanisms of this three approaches are slightly dif-
ferent.

In the case of IPv4, the mobile node registers to
its Home Agent by using the regional agent address
as its own Care of Address. The mobile node’s Home
Agent keeps a tunnel to the regional agent during all
the time the mobile node it is responsible for stays
in the IP domain. When the mobile moves from one
radio cell to another within the same domain, its lo-
calization update is only forwarded to the regional
agent. Moreover the interruption time between two
handoffs becomes shorter since the necessary updates
are done closer to the mobile node.

With IPv6 the process is simpler. To prevent
too many address reconfigurations and DADs, the re-
gional agent broadcasts its address prefix. As long as

the mobile node stays in the regional agent domain,
it doesn’t have to change its address.

We haven’t described more precisely these three
approaches since the main focus of our paper is the
auto-configuration schemes of mobile nodes when they
move from one network to another. That is why we
won’t discuss these points further.

3 Addressing Issues in MANETs

Manets are usually presented as mobile networks
without any fixed infrastructure. They are suitable
for temporary communications where it is not re-
quired to set up a network architecture. That is why
Manets are usually seen as spontaneous networks
bound by a common goal (army, sanitary organiza-
tions . . . ).

In Manets all the nodes act as end user terminals
as well as routers. From this aspect they completely
differ from other mobile approaches such as MIP. As
these Ad hoc networks are built from scratch, their
basic topology is flat. This is a major difference with
common IP networks which addressing structure or-
ganization is hierarchical. Moreover even if they are
considered as mobile networks, they are not necessar-
ily connected to the Internet through a base station.
This is another difference from MIP since there is no
obvious need of Internet connectivity.

3.1 Basic Problems for MANETs

Until this point Manets have been described through
their functional characteristics. But the reality of
Manets is that they are based on different link layer
technologies. The recent explosion of wireless net-
work technologies (IEEE 802.11, BlueTooth etc) makes
it possible to set up Manets. But these Manets
may have to use several standards. At the moment we
can’t predict if one of these support technologies will
override all the others. The actual evolution seems to
indicate that they will probably have to coexist with
each other.

Because of these competing technologies, the link
layer architecture of Manets is different from the
one in use in traditional IP networks. Usually an IP
subnet is composed of one unique link layer technol-
ogy. Several subnets with different link layer tech-
nologies can interconnect to each other in some edge
points of the subnets. For instance different LANs
using Ethernet may interconnect their ISP network
running ATM.

In the case of Manets, not all the nodes run the
same link layer technology. Since these technologies
keep on improving, mobile nodes will probably be
able to use different link layer technologies. It be-
comes possible for one mobile node to carry different
chipsets allowing it to communicate using different
wireless technologies. That is why it is likely the
number of interconnection points between different
MAC technologies will keep on increasing and these
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points will be scattered everywhere in the Manet
(cf. figure 3).
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(c) Different MAC Layer Technologies.

Figure 3: Different representation of the same physi-
cal topology

Since Manets are multi-hop networks, each node
acts as a terminal as well as a router. This charac-
teristic becomes a problem in case of broadcast or
multicast communications since nodes decrease the
TTL parameter of IP multicast packets at each hop.
Local multicast communications i.e. in the same Lo-
cal Area Network won’t work since each Manet node
is a router. It can also be an issue in case of the co-
existence of different radio technologies. For some of
them, for instance Hiperlan 1, the Layer two already
deals with routing issues, whereas for some other it
doesn’t. It will then be more complex to manage such
heterogeneity.

Another characteristic of Manets concerns rout-
ing protocols. They are slightly different from the
ones used in wired IP networks. Manet routing pro-
tocols are usually classified in two categories: proac-
tive and reactive routing protocols. On the one hand
proactive protocols such as DSDV [19], WRP [26] or
OLSR [3] compute routes to Manet destination be-
fore they have to use it. On the other hand, reactive
protocols such as AODV [20] or DSR [14] establish
routes on demand only.

In the case of Manets, centralized configuration
architecture such as DHCP can’t stand as a reliable
solution since a server or nodes can be disconnected
from the Manet from time to time. A fully dis-
tributed approach such as Zeroconf or any DAD ap-
proach may becomes “tricky”, since these approaches
require the participation of all the nodes of the net-
work (i.e. a reliable multicast communication chan-
nel). Because of the possible sporadic attendance of
the nodes we can’t assume that a DAD can be used

as in a wired network. For example a node could con-
figure itself with the address of another node that has
been shortly unreachable from the rest of the Manet.

Moreover approaches based on DAD mechanisms
as described above don’t provide much help in the
case of splitting or merging networks. If several net-
works merge, it is possible that several nodes for-
merly in each merged partition own the same ad-
dress. In order to prevent this situation to happen,
the DAD must be performed again by all the Manets
nodes. The cost in overhead communication could
be high. Until now, no solution has been proposed
to improve the DAD process so that it can detect
that two Manets have merged. A supplementary
process is necessary to detect that different subnets
have merged. If a Manet splits in different parts,
the consequences are not as strong as in the previous
case since each part of the original Manet contains
nodes that use unique addresses, but each partition
has to be able to configure new arriving nodes.

3.2 A Dedicated Addressing Layer

Ananas [6] is an approach that tries to give some
answers to one of the problems presented in section
3.1. Ananas considers Manets as stub networks i.e.
mostly all the communications are originated from or
intended to the Manet. This hypothesis is far from
the use of a “traditional Manet”. The authors of
Ananas consider that there isn’t much traffic be-
tween nodes within the same Manet.

As seen in section 3.1 the characteristics of Manets
lead to problems for the implementation of multicast
or broadcast communications. Manet nodes don’t
consider themselves as belonging to the same LAN
since the TTL parameter of the broadcast or multi-
cast IP packet decreases each time it is forwarded to
a node.

As said above not all nodes of a Manet use the
same link layer technology. This situation is pre-
sented in figure 3. With this example we see that
the Manet as we would like it to be (figure 3(a))
relies on different layer 2 technologies (figures 3(b)
and 3(c)). Ananas provides a new abstraction layer
called Ad Hoc Layer between the IP and the MAC
layers. This layer has two main goals. The first one
is to allow IP packets to be sent to all the nodes
of the Manet regardless of their link layer technol-
ogy. The IP layer sees a homogeneous set of nodes
where Manet nodes with several MAC technologies
are transparent interconnection points. The second
goal is to provide to the IP layer a virtual LAN. This
allow for a simpler implementation of multicast and
broadcast communications in a Manet.

The Ananas approach doesn’t provide any new
way of routing. They rely on the existing routing
protocols. The Ad Hoc Layer adds two new address
translation processes : one between the MAC layer
and the Ad Hoc Layer the other between the Ad Hoc
Layer and the IP layer. This implies a new address
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resolution process and a new route discovery process
in the Ad Hoc Layer.

The Ananas approach contains questionable poi-
nts. Manets are spontaneously organized networks,
seeing them only as stub networks may be a too re-
strictive hypothesis since the most often considered
spreads of Manets are natural disasters, army oper-
ations or campus environments.

Since the authors consider only Manets with an
Internet connection, they keep relying on the IP ad-
dressing scheme even if they introduce a new kind of
address to uniquely identify the Manet nodes. The
authors justify this choice by claiming that the IP
stack is the standard for network application. This
point is true, but even if a Manet provides the IP
interface to the applications, it doesn’t mean that the
Manet has to use the IP addressing and routing as
we will see in section 4.

Finally the proposed ad hoc address is based on
the MAC address of the node interface. As described
in [12] and [17], the MAC address is not obviously
unique so this may not be a good choice. At least the
use of the MAC address as a unique identifier (if we
consider that it is possible) allows the identification
of the user and then the possibility for other people
to keep track of him.

Nevertheless Ananas gives new answers to some
of the problems of Manets. Even if this approach
contains some restrictions, the ideas developed in it
may be improved or combined with other mechanisms
to provide better functionalities to the IP layer.

3.3 MobileIP and MANET

We just have seen an ”underlying IP proposal”, but
some proposals have been made in the IP layer in
order to give an answer to the problems generated by
Manets. Here we consider Manets with or without
Internet connectivity. From now on we will refer to
Manets without any Internet connectivity as stand-
alone Manets by opposition to Internet connected
Manets.

The auto-configuration solutions we have presented
for wired networks are not suitable “as is”for Manets.
But some proposals try to adapt these mechanisms to
provide auto-configuration possibilities to Manets.

3.3.1 MANET Working Group Proposal

The Manet working group of the IETF proposes
an approach based on a DAD process to configure
the Manets [5]. This draft proposes a mechanism
which adapts the DAD process described above to
Manets. Since a DAD run once can’t ensure that all
the nodes have been reached, [5] proposes a repeated
DAD within the Manet. This repeated DAD based
on a flooding is used to increase the reliability of the
DAD process. As this improvement is only the repe-
tition of the DAD process, this is more an engineering
fix than a complete solution.

As we have seen above the DAD is based on time-
out. The correct values of the timeout can be dif-
ficult to set accurately in a Manet. Since differ-
ent Manets have different and changing topologies
a particular timeout value won’t be useful for all of
them. Since the repetition can’t completely ensure
that the DAD process would be performed correctly,
it is difficult to evaluate the real interest of this ap-
proach.

3.3.2 Internet Connected MANETs

In the case of Internet connected Manet the situa-
tion is different from the previous one i.e. at least one
node of the Manet is in the radio range of an Inter-
net access point (a WiFi access point for example).
This connection point to the Internet is referred to
as a gateway for the Manet. This situation is really
close to the MobileIP process presented in section 2.2
where the gateway acts as a Foreign Agent.

This gateway provides a prefix for the configura-
tion of the nodes. In IPv4, [8] proposes a reserved
prefix for the Manet, whereas in IPv6 [22], the gate-
way just acts as a router, advertising its prefix to the
nodes of its subnet. These configurations are similar
to the MobileIP process [7].

In order to explain these approaches we are go-
ing to refer to the IPv6 solution [22]. In [22], a new
specific IPv6 multicast address is proposed to refer-
ence all the possible gateways in the Manet. When
a node N arrives in a Manet it is assigned a global
temporary address (this can be its Home Address or
a temporary address based on a specific Manet pre-
fix). N sends a request to the multicast address ref-
erencing all the gateways. The answer of one of the
gateways gives it a valid prefix and a route to the
gateway.

When N wants to communicate with a node D,
it has to chose between two methods depending on
the topology and the routing protocol in use in the
Manet. The first method allows N to send packets
by filling their destination field with D’s global ad-
dress. In this case N relies on next hop routing of
the other Manet nodes. The second solution rec-
ommended by [22] involves the gateway. N sends
packets with the address of the gateway as the desti-
nation address field of the IP packet. The IP address
of D is registered in a routing header. If D belongs
to the Manet, any intermediate Manet node or the
gateway itself can reroute the packets. Another ad-
vantage appears when there are several gateways in
the Manet. With the second solution the node can
chose which gateway it wants to use.

This proposal implies that the gateway knows the
address of all the Manet nodes to be able to route
correctly all the packets. This point may lead this
proposal to hardly scale to large Manets. Moreover
these proposals don’t address any particular solutions
to the problem of merging or splitting Manet.
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3.3.3 Addressing Agent

In order to adapt the DHCP auto-configuration model
to Manets, [9] propose an Addressing Agent approach.
This proposal is roughly based on the election of
one of the Manet nodes as an address configuration
server. This node, acting as the Addressing Agent,
keeps a list of all the Manet nodes. This list con-
tains the mapping of MAC to IP addresses.

The goal of this approach is to provide exactly one
Addressing Agent to each Manet. If no Addressing
Agent exists, one has to be chosen. If several Ad-
dressing Agents are present in the Manet one must
be chosen as the unique Addressing Agent. In this
situation the detection of multiple Addressing Agents
is realized thanks to the address configuration mes-
sages. The Addressing Agent with the lowest MAC
address is chosen.

This approach is interesting since it provides sce-
narios for union or splits. In the case of the union
of several Manets, only the Addressing Agent with
the lowest MAC address will act as an address con-
figuration server. Some nodes will have to be read-
dressed and the communications will be interrupted
with them. The interest of this approach is that after
the readdressing, the new Manet will be a coherent
set of configured nodes.

When a Manet splits into different partitions,
there won’t be any address conflicts in either of the
resulting partitions. But only one of them will own
an Addressing Agent. Each one of the other parti-
tions will have to elect a new Addressing Agent in a
common way.

We see that this approach provides a solution to
handle Manet splits without any problem. A solu-
tion is proposed to make possible the union of several
Manets that can lead to an interruption in commu-
nication for the nodes that need to be readdressed.
But some simulation results provided by [9] show that
the time spend by the Addressing Agent approach to
readdress the nodes in case of union is really close to
the time spent by DAD based approaches.

3.4 Duplicate Address Detection for
MANETs

In the previous section we presented the basic adap-
tations of IP mechanisms to Manets environments.
In order to improve the reliability of these solutions,
some proposals have been presented. In the following
section we are going to present two of them.

3.4.1 Weak Duplicate Address Detection

As we have seen before, the DAD can’t always be
achieved in Manets. [29] is a more formal expla-
nation about this observation. In this paper, the au-
thor introduces the notions of Strong DAD and Weak
DAD. He defines Strong DAD as the process that al-
lows at least one node to detect a duplicate address
just after this address has been chosen by another

node. This Strong DAD corresponds to the notion
of DAD we used until now. Unlike the Strong DAD,
the Weak DAD has a more relaxed definition. Weak
DAD ensures packets are routed to the correct desti-
nation, but it doesn’t imply that this process allows
immediate detection of identical addresses.

[29] presents in a formal way that a Strong DAD
can’t be guaranteed in Manets when message delays
are not bounded. That is why a simple DAD only
based on timeout can’t be considered as reliable. In-
stead, the author proposes Weak DAD mechanism
based on enhancement of a link state routing pro-
tocol. This Weak DAD may be extended to other
protocols.

In this approach, each node of the network owns
a unique identifier. Each time a node sends a control
packet indicating its link state; it adds its identifier
to the packet. Each node keeps states on the links
it is connected to, the corresponding nodes it is in
relation with and their identifier. If a node N re-
ceives a control packet with an address he knows but
a different identifier, N concludes it has detected a
duplicate address. From this point, N begins to an-
nounce the duplicate address and keeps sending the
packets to the node it knows that previously uniquely
owned the address.

This paper presents the DAD mechanism in a for-
mal way. Another point is that it proposes a way to
really allow two Manets partitions to merge with-
out any need of a network identifier. Moreover this
process keeps the partition in a coherent state un-
til all the address conflicts are solved. Finally this
proposed solution stands in a slight modification of
existing protocols.

3.4.2 MANETConf

ManetConf [18] is another approach for stand-alone
Manets. It proposes a reliable DAD, which ensures
that all the configured nodes of the Manet answer
to the DAD request. Moreover, the DAD process has
been extended to a two phase process: initiation and
validation.

The attribution of an address is done as follows. A
new arriving node (the requester) asks for the help of
a former configured neighbor (the initiator) in order
to obtain its configuration information. The initia-
tor broadcasts an address for the requester on the
Manet, so the requester doesn’t have to use a tem-
porary address in order to obtain the definitive one.

Another difference from DAD based approaches
concerns the answer of the Manet nodes to the ini-
tiator’s request. In the DAD described until now,
only the node that owns the requested address, an-
swers the DAD request. Here it is the opposite. All
the nodes have to answer to the request. This en-
sures that the requester won’t use the address of a
node that has been temporarily disconnected from
the Manet.

If a node doesn’t answer after a given number of
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attempts, it is considered as having left the Manet.
Its address can be relinquished to the set of unas-
signed addresses. This implies that each node of the
Manet keeps a list of all assigned addresses in their
Manet. This list is maintained in a soft state way
thanks to the DAD requests themselves.

ManetConf proposes a mechanism to handle split-
ting Manet. All nodes have a universal identifier.
The node N that is configured with the lowest IP
address represents the Manet identifier which is de-
fined by the tuple (IP address, universal identifier).
When the Manet splits, only one partition will own
the node N (we call this partition A and B the other
one). When a new node M arrives in B, N is not
able to answer to the DAD request. Then M ’s ini-
tiator realizes that N doesn’t belong to its Manet.
M ’s initiator then broadcasts a cleanup message on
the Manet partition to inform the others that the
Manet has split. Thanks to this process all the
nodes from B are able to update their address list.
The process is similar for A’s nodes. Addresses of B’s
partition nodes become free address for A’s nodes and
vice versa.

In ManetConf two nodes, M and N , that initiate
a communication, exchange their Manet identifier.
If the identifiers are different M and N realize their
Manets have merged. Because M and N know all
the addresses in use in their Manet they can identify
which nodes own conflicting addresses. These nodes
with conflicting address will need to perform a new
DAD to be configured again.

It is important to notice that in case of partitions
union, a node P and some of its radio range neighbors
may have conflicting addresses. In that case, since P
needs a configured Initiator, some nodes may remain
unreachable until the situation is fixed.

We see that the “ManetConf DAD request”gene-
rates more traffic than the “classical DAD”one. This
is done to ensure the reliability of the DAD. So far,
no studies have been conducted to compare the com-
munication cost between the ManetConf’s DAD and
the DAD proposed by the Manet Working Group.
Such a work would be interesting to determine in
which cases each approach gives the best results. It
is very likely that this extra cost will not always be
worthy as it would depend on execution scenarios:
topology, nodes mobility . . .

4 Scalability in MANETs

All approaches presented before and dealing with ad-
dress allocation in Manets don’t scale very well. As
it is difficult to extend such solutions to ensure scala-
bility in wider Manets, some other approaches have
to be considered. Other existing solutions have been
proposed for very wide networks and should be looked
at for that purpose. These proposals are not IP based
but rely either on geographical position of nodes or
on peer-to-peer solutions to route data to the desti-

nation.

4.1 Partition Prediction

In [30] and [31] the authors describe a way to iden-
tify mobility patterns thanks to movement vector of
Manets nodes. The use of these movement vectors is
based on the geographical position plotting between
different moments. By using those mobility patterns,
they propose a way to ensure the reliability of any
service in Manets. [30] proposes a mechanism to
allow servers in a Manet to detect the future par-
titions and to replicate themselves in each predicted
partition.

Thanks to the mobility pattern recognition, servers
are able to classify all their client nodes in different
mobility groups. When servers detect a possible split
they replicate themselves in the future partition to
ensure the service continuity. At the same time, [30]
proposes a fully distributed algorithm so that the mo-
bile nodes can choose the server that fits them at best.
The Manet nodes just simply need to discover the
server with a similar movement vector.

As the address auto-configuration process can be
considered as one of the first services to guarantee,
this proposal can be interesting to enhance the ro-
bustness of existing mechanisms. Nevertheless this
solution uses a strong centralized approach to de-
tect partitions and its applicability as such may be
questionable. It would be interesting to evaluate the
possibility of making this partition detection in a dis-
tributed manner.

4.2 Geographical Routing

Since the solutions used in wired networks can’t di-
rectly be used for Manets, some completely different
ways of routing have been developed. Among oth-
ers, the geographical routing approaches take advan-
tage of the improvements made in earth’s positioning
technologies. Since it is now possible for laptops and
PDAs to carry a GPS chipset, the use of nodes posi-
tion becomes a reality. Even if the GPS technology is
mainly useful in the case of outdoor networks, other
proposals have been made in order to provide loca-
tion information without the GPS. [25] is an example
of GPS-free positioning.

Gls (Grid Location Service [10], [13]), Lar (Lo-
cation Aided Routing, [27]) and Dream (Distance
Routing Effect Algorithm for Mobility, [27],[16]) are
only based on geographical addressing and forward-
ing. Dream is a proactive protocol whereas Lar is
a reactive one. Both of them use the geographical
position and forwarding facility to reach their desti-
nations. In case they don’t know the position of the
destination Lar and Dream use flooding to deter-
mine in which direction they have to send the pack-
ets.

Gls also uses geographical forwarding, but with
Gls, a node N keeps its location information stored
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in some other nodes of the network. These nodes are
called location servers for N and are chosen based on
their unique identifier value. Each node may become
a location server for some other nodes. The geograph-
ical space is divided into a hierarchy of grids that is
supposed to be known by all the Manet nodes. The
organization of the grids in Gls is a quad tree decom-
position. Each node chooses a location server at each
level of the grid hierarchy. This ensures the location
information of each node to be reachable by all the
nodes of the Manet.

Moreover the quad tree structure has been well
studied in graph theory and gives good performances
to the Gls proposal. In terms of configuration, the
geographical routing approach doesn’t have any limit
in terms of number of nodes. In the case of network
merging, the organization of the location servers may
change. Since the choice of node’s location servers
depends on the nodes identifiers, new merged nodes
may have to be chosen as new location servers. It
could be interesting to study the cost of new location
server choice for each node.

4.3 Indirect Routing

Without any need of geographical information, Indi-
rect routing is an alternative different from the geo-
graphical routing approach to replace the IP address-
ing and routing. The Tribe protocol [2] provides such
functionalities. By using a well-known hash function,
Tribe build a virtual network topology that reflects
the physical relative position of the mobile nodes.
Based on this concept, the Tribe protocol [2] uses a
well-known hash function to build a virtual network
topology that reflects the physical relative position
of mobile nodes. Each node of the network manages
one region of the virtual addressing space. Nodes use
a unique identifier that could be for instance an IP
address. Thanks to the hash function, a new node
N can determine which other node P will maintain
its location information. Since the hash function is
known from all the nodes in the network, each of
them knows that it has to contact P to retrieve N ’s
location information.

The Regions of the virtual space are adjacent in
Tribe. So the node S that contacted P can reach N
by forwarding the message to its neighbor whose re-
gion is the closest to N ’s one. Thanks to this indirect
routing, we see that the addressing and routing func-
tionalities become independent from each other. This
allows the nodes to use another addressing scheme
and another routing than the IP one. This is an im-
portant property since the Manets may not have a
connection point to the Internet and so may not use
the IP routing. Another property of this approach
is its high scalability characteristic, indeed Tribe can
be considered as a fully distributed Home Agent ap-
proach thanks to its peer-to-peer nature.

The problem of this approach comes from the
merging and splitting of Manets. The merging of

two Manets may be difficult to handle without too
many problems by Tribe. If two Manets running
Tribe merge, they will have to manage two virtual
spaces. Each virtual space can be seen as an indepen-
dent virtual space layer. This allows Tribe to handle
this situation but makes it have to manage several
virtual spaces.

The split of Manets may be more complex. Since
a Manet can result from several unions, Tribe deals
with several virtual space layers. When it splits, the
resulting partitions may not correspond to a particu-
lar layer. So each partition keeps on dealing with sev-
eral virtual spaces. It is difficult to imagine that the
coherence of each virtual space can be easily main-
tained. Another point during a split is that a node N
and its virtual home agent are not necessary neigh-
bor, they probably won’t be in the same partition.
This can lead to a long interruption of the communi-
cation between N and the other nodes of the partition
he lies in.

4.4 The Terminodes Project

The Terminodes Project [15] proposes a model for
Geographical routing that can be applied to stand-
alone or Internet connected Manets. This paper
mainly focuses on the routing part issues but intro-
duces an example of addressing based on positioning.

In the Terminodes approach, nodes are assigned a
unique identifier (End-system Unique Identifier, EUI)
that uniquely identifies them along their movements.
At the same time, nodes own a transient position
based address (Location Dependent Address). The
nodes use this address to send and receive packets
during their movements.

The routing process is composed of two parts: Re-
mote and Local routing. The Remote routing is used
to forward the packets in the direction of the destina-
tion. The Local routing is used to reach the destina-
tion node from an intermediate destination neighbor
node.

For the configuration purpose, the Terminodes
project uses an indirect routing close to the archi-
tecture of Peer-To-Peer (P2P) networks. As in P2P
networks (like [24]), the Terminodes addressing part
uses a hash function to distribute the location infor-
mation of a node D along the nodes of the Manet.
A well-known hash function H(EUID) determines an
area called Virtual Home Region (Vhr). This Vhr
is defined by a center and a radius. All the nodes
included in the Vhr keep the location information of
D.

When a node S wants to send a message to D,
it contacts first the nodes belonging to D’s Vhr by
computing the center of the Vhr thanks to the hash
function. One of the node of D’s Vhr sends back to
S the position of D. Thanks to the hash function,
the location information of the nodes is distributed
in a subset of nodes of the network. That offers a
high scalability property to this proposal.
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Proposal Stand-
alone

Architecture Reliability Scalability Union/Split

Manet WG Yes Distributed Repeated
DAD Good, distributed architecture No

Internet
Connected No Centralized Simple DAD The gateway knows all the

addresses in Manet
Union

Addressing
Agent

Yes Centralized - The addressing Agent keeps a
state on each Manet node

Union and
Split

ManetConf Yes Distributed Improved
DAD Each node knows all the others Union and

Split

Geographical
Routing

Yes Distributed - Good, distributed architecture Union and
Split

Indirect
Routing Yes Distributed - Good, distributed architecture Difficult to

handle

Terminodes Yes Distributed - Good, distributed architecture Difficult to
handle

Table 1: Characteristics comparison of the presented approaches

[15] don’t provide too many details on the way
to handle split and union of Manets. If several
Manets merge, the Vhr of a node N may contains
nodes from other partitions. These nodes don’t own
N ’s location information. So they can’t answer to the
request of nodes that are looking for N ’s localization.
In the case of a splitting Manet, a node N and its
Vhr may stand in different partition. In this case N
becomes unreachable until it computes a new Vhr.
For both of the cases a more detailed mechanism is
needed to allow Terminodes to handle Manet split
and union.

5 Conclusion

We have identified different types of mobility, each
raising different configuration issues. Some solutions
have been proposed but they are only adapted to re-
stricted mobility conditions. Manets appear to con-
centrate most addressing routing and configuration
problems. There is no perfect solutions at the mo-
ment to deal with such environments. Classical IP
solutions remain necessary if not for routing, at least
for addressing issues as they are used by all the Inter-

net applications. They could also constitute a good
convergence Layer for the coexistence of different ra-
dio technologies.

Another observation concerns the nature of Manets.
If a Manet is connected to the Internet by few nodes,
these nodes will probably be the bottlenecks of all the
traffic between Internet and the Manet. Because of
the small and limited radio bandwidth capacity of
mobile nodes, we may consider such Manet as stand-
alone Manets. That is why we think that alternative
routing proposals should be considered.

Such approaches different from IP routing solu-
tions propose independent mechanisms to improve
the scalability of Manets. These approaches based
on Geographical Forwarding, Peer-To-Peer or a hy-
brid scheme between these two, allow to keep IP only
as an API for network applications. Their common
characteristics is to define a unique identifier for each
mobile node. The Peer-To-Peer approaches have an-
other advantage, unlike the Internet Protocol or the
Geographical Forwarding, they separate addressing
and routing issues. This could thus allow a mobile
node to keep its identifier whichever routing protocol
is used in the network it is connected to.

Concerning the fusion and partitioning of Manets,
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few approaches propose a complete solution with a
high scalability. The only approaches that can allow
fusion and partitioning are the geographical ones. At
the same time these approaches also allow partition
predictions as detection is based on the movement
vector of each mobile node. These vectors are cur-
rently deduced from geographical position of nodes.

Finally we present in table 1 some of the main
characteristics of the approaches we presented. We
consider that a good addressing scheme must have
good scalability properties, that it can be configured
with or without an Internet gateway and that he can
handle easily union and splits of Manet. These con-
siderations tend to make us consider more carefully
alternative proposals. At the moment, only the Ge-
ographical Routing such as Gls has good scalability
properties and is capable of handling union and par-
titioning.
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